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Recently discovered simple quantitative relations, known as bac-
terial growth laws, hint at the existence of simple underlying
principles at the heart of bacterial growth. In this work, we
provide a unifying picture of how these known relations, as
well as relations that we derive, stem from a universal auto-
catalytic network common to all bacteria, facilitating balanced
exponential growth of individual cells. We show that the core of
the cellular autocatalytic network is the transcription–translation
machinery—in itself an autocatalytic network comprising sev-
eral coupled autocatalytic cycles, including the ribosome, RNA
polymerase, and transfer RNA (tRNA) charging cycles. We derive
two types of growth laws per autocatalytic cycle, one relating
growth rate to the relative fraction of the catalyst and its catal-
ysis rate and the other relating growth rate to all the time scales
in the cycle. The structure of the autocatalytic network gener-
ates numerous regimes in state space, determined by the limiting
components, while the number of growth laws can be much
smaller. We also derive a growth law that accounts for the RNA
polymerase autocatalytic cycle, which we use to explain how
growth rate depends on the inducible expression of the rpoB and
rpoC genes, which code for the RpoB and C protein subunits of
RNA polymerase, and how the concentration of rifampicin, which
targets RNA polymerase, affects growth rate without changing
the RNA-to-protein ratio. We derive growth laws for tRNA syn-
thesis and charging and predict how growth rate depends on
temperature, perturbation to ribosome assembly, and membrane
synthesis.

bacterial growth laws | autocatalysis | transcription | translation |
self-replication

The transcription–translation machinery is a universal set of
molecular machines at the core of all known self-reproducing

single-cell organisms. It can be considered as an embodiment
of von Neuman’s concept of a universal constructor—a machine
capable of making other machines, self-included, by reading an
instruction set and consuming raw materials (1, 2).

The transcription–translation machinery is composed of two
key molecular machines, RNA polymerase and the ribosome.
According to the central dogma, all cellular proteins are synthe-
sized by this core machinery in a two-step process: RNA poly-
merases first transcribe genes to form messenger RNA (mRNA)
“instruction sets,” which are then translated by ribosomes to
form proteins.

To qualify as a “universal constructor,” the transcription–
translation machinery must also be capable of replicating itself.
The self-replication of the transcription–translation machinery is
a complex process, which is, nevertheless, universal to all single-
cell organisms capable of self-replication. It proceeds via two
prominent coupled autocatalytic cycles, the RNA polymerase
autocatalytic cycle and the ribosome autocatalytic cycle. The two
cycles are coupled because the de novo synthesis of new ribo-
somes cannot take place without RNA polymerase transcribing
ribosomal RNA (rRNA), while the de novo synthesis of RNA
polymerase cannot take place without ribosomes translating the
mRNAs of rpo genes, which code for the RNA polymerase pro-

tein subunits that comprise the RNA polymerase. Each of these
two cycles also involves a self-assembly step.

Both the RNA polymerase and the ribosome autocatalytic
cycles also rely on other autocatalytic cycles that are integral
parts of the transcription–translation machinery. These addi-
tional autocatalytic cycles are responsible for charging transfer
RNA (tRNA) with amino acids and in assisting the ribosomes
to initiate, translocate, and terminate the translation process.
The autocatalytic nature of these cycles is less familiar and
becomes more evident when we consider each of its elements,
e.g., tRNA as catalyzing itself with the help of RNA polymerases
and ribosomes, as we explain below.

All the autocatalytic cycles mentioned above are intertwined
and require each other to perform autocatalysis; removing any
key catalyst from any one of these cycles breaks autocatalysis in
all the cycles.

Recently, the “ribo-centric” view, which focuses on the ribo-
some autocatalytic cycle (“ribosomes make ribosomes”), has led
to the discovery of a bacterial growth law that quantitatively
relates bacterial growth rate to the ribosomal protein fraction
and the ribosome translation rate (3, 4). A recent study focused
on the relationship between growth rate, translation rate, and the
transcription of rRNA (5).

Despite its successes, the ribo-centric approach also has short-
comings, as it disregards both transcription—an important pillar
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in the central dogma—and other autocatalytic cycles in the cell.
In certain cases discussed below—e.g., when the temperature
changes mildly or when transcription is perturbed—a significant
change is observed in the growth rate, but this change is not
accompanied by a change in the ribosome fraction, as expected
from the ribosome growth law presented in ref. 3. Explaining this
deviation requires a more general approach.

Here, we take such a general approach by considering
both transcription and translation on an equal footing, and
we derive growth laws that are based on the autocataly-
sis of the transcription–translation machinery. Furthermore,
we show that both transcription and translation couples all
other autocatalytic cycles in the bacterial cell, leading to bal-
anced exponential growth of all components, at the same
growth rate, without requiring complex feedback mechanisms
(Fig. 1).

We demonstrate that each autocatalytic cycle leads to two
types of growth laws. The first type, which we refer to as the
relative abundance growth law, relates the growth rate to the rel-
ative abundances of the catalysts that drive the cycle and to their
catalysis rates. The second type, which we refer to as the closed-
cycle growth laws, relate the growth rate to all the catalysis rates
and allocation parameters within a given autocatalytic cycle.
An allocation parameter is the fraction of catalysts allocated
toward a particular task, e.g., the fraction of ribosomes allocated
to make ribosomal proteins. Using this formalism, we rederive
existing growth laws and also derive and discuss other growth
laws, thus demonstrating the merits of a holistic picture of bacte-
rial cellular growth. We show that the universal coupling induced
by the transcription–translation machinery is responsible for
locking all cycles to the same exponential growth rate, irrespec-
tive of the nature of the coupling, which can be nonoptimal
(Methods).

The fact that global coupling, by itself, can guarantee bal-
anced growth with a common growth rate implies that the
biological function of well-known feedback mechanisms, such as
the stringent response (7, 8) or product feedback inhibition in
metabolism (9), and in ribosome assembly (10), are required for
optimizing the coupling, e.g., for growth rate or efficiency, rather
than for growth coordination.

Our modeling approach offers a simple way to recognize “lim-
itation regimes,” characterized by a complete list of catalysts and
substrates that locally limit the reactions in which they partici-
pate. The number of limitation regimes combinatorially explodes
with the number of reactions accounted for by the model. Many
limitation regimes can be further aggregated to form “growth
regimes,” which are characterized by having a common limiting
autocatalytic cycle. As mentioned above, each limiting cycle gives
rise to two types of growth laws.

Notably, despite their elegant simplicity and experimental suc-
cess (3, 4, 11), bacterial growth laws do not uniquely define the
cellular state or elucidate the complex evolutionarily shaped con-
trol mechanisms that drive the cell to a particular limitation
and growth regime. Finding such an evolutionary design logic
remains an interesting open challenge (11).

In order to understand our mathematical derivations and
results, readers may find it useful to start with Methods, where
we explain our formalism using a simplified toy example. Further-
more, we note that, in order to apply our method, detailed knowl-
edge of autocatalytic processes in bacterial cells, their coupling,
and the allocation of catalysts to different cycles is required.

Results
The Transcription–Translation Machinery Self-Replicates Using Sev-
eral Coupled Autocatalytic Cycles. The transcription–translation
machinery self-replicates using three main coupled autocatalytic

Fig. 1. Schematic diagram of a bacterial autocatalytic network, showcasing different autocatalytic cycles coarsely grained. The top left corner shows an
explanation of the graphical notation, following ref. 6. A reaction node is marked by a square. Substrates consumed by the reaction are depicted inside open
boxes. Catalysts that drive a reaction, but are not consumed by it, are depicted inside dashed curved arrows. Each arrow emanating from a reaction node
points to product of the synthesis reaction. In an autocatalytic reaction, the synthesized products themselves serve as the catalysts that drive the reaction.
In Methods, we explain how this graphical notation is translated to a set of coupled ODEs, from which we derive the growth laws by solving for the steady
growth condition. In the main figure, we present a schematic autocatalytic reaction network for an entire cell. The transcription–translation machinery
consumes raw materials and energy (not shown) and produces copies of all the proteins, including copies of itself. DNA is replicated by the replisome
machinery, using the existing DNA as a template . Metabolic proteins import and convert external metabolites into nucleotides, amino acids, fatty acids, and
other metabolites. The membrane is synthesized by the membrane synthesis proteins. Thus, four major autocatalytic cycles are shown in this coarse-grained
picture—the autocatalysis of the transcription–translation machinery, of the DNA, of metabolism, and of the membrane. All these autocatalytic cycles are
coupled by the transcription–translation machinery.
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cycles: 1) the ribosome cycle, 2) the RNA polymerase
cycle, and 3) the tRNA-charging cycle; other translation-
facilitating cycles are not discussed here. In Fig. 2, these
three autocatalytic cycles are schematically depicted and
explained.
The ribosome autocatalytic cycle. To synthesize ribosomes de
novo, existing ribosomes must create more than 50 different ribo-
somal protein subunits. The mRNAs for the ribosomal proteins
are transcribed by RNA polymerases. A subgroup of the riboso-
mal proteins directly bind to rRNA, which is also transcribed by
RNA polymerases. Subsequently, other ribosomal proteins bind
to the subassembled ribosome, in a predefined partial order (12),
elucidated by the well-known small and large ribosome subunit
assembly maps (13, 14).

We derive the autocatalytic cycle of ribosomal proteins by
assuming that rRNA is abundant and by focusing on the fraction
αRP of ribosomes that are allocated to synthesize these pro-
teins. The ribosomal proteins spend some time free floating and
eventually enter the ribosome assembly line, where they spend
some time in the assembly process and then exit, embedded in
the small or large subunit of the ribosome. The newly synthe-
sized small and large ribosome subunits spend some time free
floating before binding to mRNA and becoming engaged in the
translation process.

We derive both the abundance and the closed-cycle growth
laws by writing a set of coupled ordinary differential equations
(ODEs) for the rate of change in the abundance of ribosomal
proteins, the rate of conversion to an active assembling state,
the rate of assembly of new ribosomes, and the rate of inter-
conversion between resting and active states (SI Appendix). The
resulting closed-cycle growth law is

(µτSA(R) + 1)(µτpool(RPj ) + 1)

(
µ+

1

τlife(R)

)
=
αRPj

τRPj

Rb

R
, [1]

where µ is the growth rate; τSA(R) is the ribosome assembly time;
τpool(RPj ) is the duration that the ribosomal protein spend in its
assembly precursor pool; R is the total number of ribosomes; Rb

is the total number of active ribosomes, τlife(R) is the lifetime of
the ribosome; αRPj is the fraction of ribosomes allocated to syn-
thesize ribosomal protein RPj ; τRPj =LRPj τaa is the translation
duration of ribosomal protein RPj , whose length is LRPj amino
acids; and τ−1

aa is the ribosome elongation rate.
If we further assume that both the ribosome assembly time and

the duration that free-floating ribosomal proteins spend in their
precursor pools are negligible compared with the doubling time,
i.e., µ� 1/τSA(R) and µ� 1/τpool(RPj ), we obtain

µτRPj +
τRPj

τlife(R)
=αRPj φb , [2]

where φb = Rb
R

is the fraction of active ribosomes .
The term αRPj φb in Eq. 2 is the fraction of active ribosomes

that are allocated to translate ribosomal proteins. Thus, the sec-
ond term on the left-hand side stands for the allocation of active
ribosomes to the translation of ribosomal proteins at zero growth
µ= 0.

Eq. 2 is thus equivalent to the well-known bacterial growth law,
µ
γ

+φ0 =φR, presented and experimentally tested in refs. 3 and 4
under the conditions µτSA(R)� 1 and µτpooli � 1. In this approx-
imation, the mass fraction of the ribosomal proteins (which is
2/3 of the RNA-to-protein ratio) is equivalent to the allocation
parameter of the ribosomes, namely, the fraction of ribosomes

Fig. 2. The transcription–translation autocatalytic network. In this schematic diagram, we coarsely show how the transcription–translation machinery self-
replicates via three main coupled autocatalytic cycles: 1) The ribosome autocatalytic cycle, which comprises two reactions: one for ribosomes that synthesize
ribosomal proteins and one for RNA polymerase that synthesizes rRNA. The ribosomal proteins and the rRNAs merge in a self-assembly reaction to form
new ribosomes. 2) The RNA polymerase autocatalytic cycle, in which RNA polymerases transcribe the mRNAs that catalyze the production of the Rpo protein
subunits, which, in turn, self-assemble to form new RNA polymerases. 3) The tRNA-charging reaction where, e.g., aa-tRNA-synt. catalyze the charging of
tRNA with amino acids, which, in turn, transfer the amino acids to ribosomes that translate mRNAs, including the mRNAs of aa-tRNA-synt. Any substrate
that is not consumed by the reaction can be considered as a catalyst; for example, mRNA can be viewed as a catalyst for protein synthesis, but its catalysis
rate is ni times higher than that of a single ribosome, where ni is the average number of ribosomes cotranslating this mRNA. Importantly, in the absence of
any type of material inputs—either catalysts like tRNAs, mRNAs, ribosomes, RNA polymerases, aa-tRNA-synt., or substrates like amino acids or rRNAs—will
bring the autocatalysis of the entire network to a halt.
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allocated to translate ribosomal proteins (SI Appendix). Signif-
icantly, the validity of these assumptions and the agreement
between ribosome allocation and ribosome mass fraction can
be tested experimentally because ribosome allocation can be
measured directly through ribosome-profiling experiments, while
ribosomal protein mass fraction can be measured by using RNA-
sequencing combined with mass spectrometry (4). Indeed, in a
20-min doubling time, the measured ribosomal mass fraction was
measured to be 30% (3), while a ribosome-profiling experiment
found that 28.5% of the active ribosomes, or ∼ 32% of the total
number of ribosomes, are engaged in the process of translating
ribosomal proteins (15). Nevertheless, deviations from the corre-
spondence between mass fraction and the allocation parameter
are predicted by our model when one or more of the afore-
mentioned assumptions breaks down, e.g., when the ribosome
assembly time increases, as in ref. 16. These predicted deviations
can be experimentally tested.

Since ribosomes are synthesized by the self-assembly of rRNA
and ribosomal proteins, we can also write a ribosome growth
law that is based on the production of rRNAs by RNA poly-
merases. The resulting abundance and closed-cycle growth laws
are obtained by writing a set of coupled ODEs, for the rate of
change in the abundance of RNA polymerase subunits, the rate
of conversion to an actively transcribing state, the rate of tran-
scription of new rRNA by RNA polymerases, and the rate of
production of new ribosomes by these rRNAs after assembly (SI
Appendix). We obtain the following closed-cycle growth law,

(µτSA(Rpol) + 1)(µτSA(R) + 1)(µτpool(Rpoj ) + 1)

(
µR +

R

τlife(R)

)
×
(
µRpol +

Rpol

τlife(Rpol)

)
=
αrRNAjαRpoj

τrRNAj τRpoj

RbRpolb , [3]

where τrRNAj is the transcription time of the jth rRNA; τRpoj

is the translation time of the jth RNA polymerase subunit;
τSA(Rpol) and τlife(Rpol) are the assembly time and lifetime or the
RNA polymerase, respectively; αRpoj is the fraction of active
ribosomes translating the Rpoj protein subunit of the RNA poly-
merase; αrRNAj is the fraction of active RNA polymerases tran-
scribing rRNAj ; and Rpolb is the number of RNA polymerases
that are actively transcribing.

If we assume further that µ� 1/τSA(R), µ� 1/τSA(Rpol),
µ� 1/τpool(Rpoj), and that the lifetimes of ribosomes and RNA
polymerases are longer than the doubling time, we obtain

µ2 =
αrRNAjαRpoj

τrRNAj τRpoj

Rb

R

Rpolb
Rpol

, [4]

which is equivalent to the rRNA autocatalysis growth law
presented in ref. 5.

The RNA Polymerase Autocatalytic Cycle. In bacteria, RNA poly-
merase comprises four core protein subunits—rpoA (α), rpoB
(β), rpoC (β′), and rpoZ (ω)—and an interchangeable σ factor.
Consider the “RNA polymerase makes RNA polymerase” auto-
catalytic cycle, which operates as follows. A fraction of the active
RNA polymerases,αrpo, is allocated to transcribing mRNAs from
the rpo genes, while a fraction of the active ribosomes, αRpo,
is allocated to translating these mRNAs and synthesizing the
RNA polymerase protein subunits. Translation from a specific
mRNA continues until the mRNA degrades, as it has a finite
lifetime of ∼ 3 min (17). The Rpo protein subunits subsequently
self-assemble to form new RNA polymerases.

The closed-cycle RNA polymerase growth law (Fig. 3) is
obtained by writing a set of coupled ODEs for the rate of change
in the mRNAs transcribed from the rpo genes, while account-
ing for their finite lifetimes, the rate of change in Rpo protein
subunits, the rate of production of new RNA polymerases from
the Rpo subunits after assembly, and the fraction of active RNA
polymerases that are (re)allocated to transcribe the rpo genes,
thus sustaining the exponential growth of RNA polymerases in
the cell. These ODEs yields the following closed-cycle growth
law:

Π4
i=1(1 +µτi) =

τlife(Rpol)αrpojRm(Rpoj )τlife(m(Rpoj))

τRpoj τrpoj
φ̃b , [5]

where τ1 = τSA(Rpol) is the RNA polymerase assembly dura-
tion, τ2 = τlife(m(Rpoj )) is the lifetime of the mRNA of Rpoj ,
τ3 = τpool(Rpoj ) is the duration that Rpoj spends in its precursor
pool, and τlife(Rpol) is the RNA polymerase lifetime. Additionally,
αrpoj is the fraction of active RNA polymerases transcribing the
mRNAs of the RNA polymerase subunit Rpoj , Rm is the aver-
age number of ribosomes translating this mRNA, and φ̃b = Rpolb

Rpol

is the fraction of active RNA polymerases. As the growth rate
decreases toward zero, Eq. 5 predicts that the cell will still con-
tain a finite fraction of active RNA polymerases, as was the case
in the ribosome growth law.

To demonstrate the merit of our RNA polymerase growth
law, we used data from two recent experiments (20, 21). In the
first experiment, the researchers developed a reversible growth
switch in Escherichia coli by removing rpoBC genes from its
genome and placing them on a plasmid with an inducible pro-
moter and a fluorescent reporter (20). The expression of rpoBC
genes was thus controlled via the external concentration of the
inducer, isopropyl β-D-1-thiogalactopyranoside (IPTG). When
the IPTG concentration was high, nominal growth rates were
observed. However, when the IPTG concentration dropped, a
rapid decrease in growth rate was observed.

To explain the rapid decrease in growth rate, we employ our
RNA polymerase growth law, Eq. 5, with RpoB as the limiting
factor in the assembly process. As long as the levels of RpoB
under steady growth conditions are nonzero, the growth rate
does not change. However, as soon as the free RpoB pool van-
ishes due to the induced reduction in its expression, the assembly
duration of new RNA polymerases starts to increase. To account
for this scenario, we assume that the increase in the assembly
time equals the delay in the delivery of RpoB.

The measured fluorescence of the reporter protein is not pro-
portional to the size of the free Rpo pool, because the RpoB
proteins are consumed by the assembly reaction at a faster rate
than the decay rate of the fluorescence. Therefore, we expect
the fluorescence level to monotonically increase with the expres-
sion level. The equation that we use for the assembly duration
is τ̂SA(Rpol) = τSA(Rpol)

Fh

Fh+Kh , where τSA(Rpol) is the assembly
duration in the nominal (high IPTG or wild-type) case.

For the three environments tested in the experiment, we fitted
the RNA polymerase allocation parameter to yield the nominal
growth rate without limiting the expression of the rpoB and rpoC
genes. All other parameters were taken from known measure-
ments (18, 19); see SI Appendix for more details. Next, we fitted
the values of K and h to the growth rate as a function of the flu-
orescence in the M9+glucose medium. We found that the fitted
values of both K and h (K = 500, h = 4) remained valid for the
other two environments, without further fitting, supporting the
hypothesis that our model is consistent (Fig. 3C).

In the second experiment (21), sublethal dosages of
rifampicin—a drug that targets DNA-bound RNA polymerases
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Fig. 3. The RNA polymerase growth law. (A) Illustration of the RNA polymerase autocatalytic cycle. Among the active RNA polymerases, a fractionαrpoA−D/Z

is allocated to transcribe (transc.) the rpoA-D and rpoZ genes (rpoD not shown). The transcribed mRNAs produce the RpoA-D and RpoZ protein subunits
during their lifetime. The rate of protein synthesis by mRNA is equal to Rmi × τ

−1
transl., where Rmi is the average number of ribosomes on an mRNA of type i

and τtransl. = Liτaa is the duration for a single ribosome to translate (transl.) mRNA of type i, whose length is Li base-pair triplets, and τ−1
aa is the ribosome

elongation rate. The Rpoj proteins, j∈{A, B, C, D, Z} self-assemble to form new RNA polymerases, which join the collective pool of RNA polymerases. The
fraction of active RNA polymerases φb is taken from refs. 18 and 19. (B) The RNA polymerase growth law. τlifetime is the rpoB mRNA life time, taken to be
3 min (17), τtransc. is the duration of transcription, calculated based on the transcription rate from ref. 18 and the length of the rpoB gene. The fraction
of active RNA polymerases and the RNA polymerase assembly duration are modulated by using separate Hill functions, in accordance with the experiment
under consideration (see C and D for details). (C) The growth rate as a function of the fluorescent reporter protein, induced subsequently to the induction
of the rpoB and rpoC genes in the experiment detailed in ref. 20. Since RpoB precedes RpoC in the assembly of RNA polymerase, upon the depletion of
the RpoB pool, the synthesis rate of RpoB governs the RNA polymerase assembly duration. The theoretical fits were produced by using the RNA polymerase
growth law (B), by fitting only once the K and h parameters (curly brackets in B). To facilitate the comparison between the theoretical fits and the data,
we artificially shifted the M9+glucose by 500 arbitrary (arb.) units of fluorescence and the M9+casamino acids by 1,000 arbitrary units of fluorescence. (D)
The effect of rifampicin on the growth rate of E. coli; data were taken from ref. 21. As rifampicin levels increase, the fraction of actively translating RNA
polymerases, φ̂b, decreases. We find that, when the concentration of rifampicin c is c≈ 17 µg/mL, the growth rate is reduced by half compared with the
nominal (c = 0) case. The measured RNA-to-protein ratio (which is proportional to the ribosomal protein mass fraction) remains constant, indicating that
ribosomes do not limit the growth rate in this experiment. This is because RNA transcription becomes limiting, which equally attenuates both ribogenesis
and protein synthesis due to a global shortage in all forms of mRNA, as explained in The RNA Polymerase Autocatalytic Cycle.

that are just beginning to transcribe RNA—was administered to
E. coli. The dependence of the growth rate and the RNA-to-
proteins ratio as a function of the concentration of rifampicin
were both measured. The growth rate was found to decrease as
the concentration of rifampicin increased. The RNA-to-protein
ratio, however, remained constant (Fig. 3D), in marked differ-
ence to the ribosome growth law, where the RNA-to-protein
ratio was found to change linearly with the growth rate (3).

We explain this discrepancy by using our RNA polymerase
growth law (Eq. 5; also see Fig. 3D). Our model naturally
accounts for these observations by assuming that rifampicin
turns the RNA polymerase autocatalytic cycle to the limit-
ing cycle by reducing the number of active RNA polymerases.
As the concentration of rifampicin increases, the fraction of
active RNA polymerases decreases, and, accordingly, the growth
rate of RNA polymerases decreases. Moreover, the decrease
in the number of active RNA polymerases globally decreases
RNA transcription in the cell, thus reducing the mRNA lev-
els of all proteins, ribosomal and nonribosomal alike. This
process explains why the RNA-to-protein ratio remains con-
stant. We also derived this result by rewriting the ribosome
growth law under the assumption that mRNA is limiting (SI
Appendix). We note that the RNA-to-protein ratio could poten-
tially increase if protein synthesis is affected more severely than
ribogenesis.

In a growing cell, most RNA transcription is of rRNA. There-
fore, it is natural to ask whether rifampicin reduces growth by
preventing rRNA transcription and, thereby, ribogenesis. Using
our model, we can calculate the growth rate and RNA-to-protein
ratio for various limitation regimes. We consider three relevant
limitation regimes: 1) rRNA is limiting but mRNA is not; 2) both
rRNA and mRNA are limiting; and 3) rRNA is not limiting, but
mRNA is.

In the first limitation regime, rRNA can limit the synthe-
sis of new ribosomes because RNA polymerases are limited,
but mRNA does not limit translation. The reduction in rRNA
synthesis is accompanied by a reduction in ribosomal protein
translation. This is due to a remarkable mechanism discovered
by Nomura et al. (10), namely, that ribosomal proteins that
are primary rRNA binders can down-regulate their own trans-
lation, as well as the translation of other ribosomal proteins
on the same operon, if they fail to find their target rRNA
sequence. This translational feedback mechanism is due to an
affinity of ribosomal proteins, which are primary binders (14),
to bind to a region on their mRNA, which is similar to their
rRNA binding site. Binding of these proteins to their own mRNA
prevents further translation from these mRNAs. Together with
other mechanisms, this translational feedback keeps the levels
of ribosomal protein precursor pools in sync with rRNA tran-
scription, which, in turn, is governed by the modulation of RNA
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polymerase transcription via the stringent response (8). Thus,
a limitation on rRNA transcription without an accompanied
limitation on mRNA is expected to reduce ribosomal protein
translation and, thereby, increase the number of ribosomes that
are allocated to translate other proteins. Therefore, the regime
of rRNA limitation without mRNA limitation is expected to
reduce the RNA-to-protein ratio, in contrast to the observation
that it remained constant.

The second limitation regime to consider is the regime in
which both rRNA and mRNA simultaneously limit ribogenesis
and translation. This regime is consistent with a constant RNA-
to-protein ratio, as the decrease in translation is common to
all protein sectors. In particular, the ribosomes that are freed
from making ribosomal proteins cannot synthesize other proteins
instead because mRNA is in shortage. However, a global short-
age in mRNA also means that the RNA polymerase autocatalytic
cycle is limiting, as the shortage in mRNA is eventually the result
of a shortage in RNA polymerase. We thus conclude that, if both
rRNA and mRNA are limiting because RNA polymerase is lim-
iting, growth rate will be determined by the RNA polymerase
autocatalytic cycle, and the RNA-to-protein ratio will remain
constant.

The third limitation regime to consider is that in which rRNA
is not limiting and mRNA is limiting. This regime is also consis-
tent with a constant RNA-to-protein ratio, as the global shortage
in mRNA implies a reduction in protein synthesis, including of
ribosomal proteins. If only mRNA is limiting because RNA poly-
merase is limiting, growth rate will be determined by the RNA
polymerase autocatalytic cycle, and the RNA-to-protein ratio
will remain constant.

A possible alternative explanation to the decrease in growth
rate as a function of rifampicin concentration is that the
mRNA shortage makes a particular metabolic autocatalytic

cycle limiting. However, in this case, we would expect the
stringent response to reduce the production of rRNA, which,
in turn, would reduce the translation of ribosomal proteins.
The freed ribosomes would be diverted to the translation of
proteins belonging to the limiting metabolic cycle. Thus, if a
metabolic autocatalytic cycle were limiting, we would expect
the RNA-to-protein ratio to decrease with increasing rifampicin
concentrations.
The tRNA-synthetase and tRNA autocatalytic cycles. To trans-
late mRNAs, ribosomes rely on a series of essential proteins
that facilitate ribosome binding to mRNA, tRNA charging and
transfer into the ribosome, translocating the ribosome along
the mRNA, and releasing the ribosomes from the mRNA upon
completing the translation process.

In all autocatalytic cycles, any of the catalysts that are part of
the cycle can be seen as the pivot catalysts, around which the
autocatalytic cycle is constructed. To demonstrate this notion, we
present two growth laws—the aminoacyl-tRNA synthetase (aa-
tRNA-synt.) growth law and the tRNA growth law (Fig. 4).

Consider, first, the aa-tRNA-synt. (aaS ) for a particular amino
acid i . The aaSi catalyzes the loading of an amino acid of type
i onto its corresponding tRNA. The loaded tRNA then binds to
EF-Tu—the most abundant protein in E. coli—and proceeds to
enter a ribosome and deposit the amino acid to the elongating
peptide chain, which, subsequently, folds to form the new pro-
tein. A fraction of the proteins formed will be aaSi proteins, thus
closing the cycle.

Similarly, consider tRNA synthesis by RNA polymerases.
After maturation, the transcribed tRNAs are charged with amino
acids and transferred to ribosomes. A fraction of these tRNAs
will contribute their amino acids to Rpo proteins, which, in turn,
self-assemble to form new RNA polymerases, some of which
are allocated to make tRNAs, thereby closing the cycle. More

A B

Fig. 4. tRNA and aa-tRNA-synt. (aaS) autocatalytic cycles and growth laws. (A) The tRNA autocatalytic cycle. tRNAs are transcribed by RNA polymerases
(poly.). After the maturation process (not shown), each tRNA is charged with an amino acid and loaded onto EF-Tu. The EF-Tu-tRNA-aa is also charged with
GTP (not shown) and subsequently delivers the amino acid to the ribosome. This cycle repeats until the tRNA degrades in a time scale that we assume to be
much longer than the doubling time. Some of the delivered amino acids are embedded in Rpo proteins, which self-assemble to form new RNA polymerases,
some of which are allocated to transcribe tRNAs, thus completing the cycle. (B) The aa-tRNA-synt. autocatalytic cycle. An aa-tRNA-synt. protein of a specified
type charges tRNA with its corresponding amino acid. A fraction of the charged tRNAs contributes the amino acids to form new aa-tRNA-synt. of the
same type, thus completing the cycle. In the middle of the figure, we show the ratio between tRNA of type i and its associated aa-tRNA-synt. Neglecting
cross-charging, this ratio equals, at balanced growth, the ratio of the charging cycle duration to the charging duration.
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generally, using this method allows us to connect almost any two
processes in the cell, e.g., transcription, translation, tRNA charg-
ing, metabolic rate, DNA synthesis rate, membrane synthesis,
and assembly times of protein complexes.

In the current context of tRNA charging, we find a connec-
tion between the number of tRNAs and the number of RNA
polymerases required to sustain growth at a given rate µ, given
the allocation of RNA polymerase toward the transcription of
tRNA and rpo genes. We find that the growth rate µ is equal
to the fraction of active RNA polymerases transcribing mRNAs
divided by the transcription duration multiplied by the active
RNA polymerase to tRNA ratio, µ= αtRNA

τtRNA
× Rpolb

tRNA
.

Traditionally, the ratio of tRNA to ribosomes was studied
since tRNA transports amino acids to the ribosomes. Addi-
tionally, the RNA polymerase to ribosomes ratio was studied
since RNA polymerase writes mRNA instructions for ribosomes
to translate. However, evidently, tRNA also serves RNA poly-
merases, albeit indirectly, because RNA polymerases are made
of proteins, and tRNA must deliver the amino acids required
for making these proteins to the ribosomes that are synthe-
sizing them. Thus, it also makes sense to inquire about the
ratio between tRNAs and RNA polymerases, at balanced growth
conditions.

The aa-tRNA-synt. growth law that we derive is given by

µ=
αaaSi

Li fusage(i)τcharging(i)
, [6]

where, as above, µ is the growth rate, αaaSi is the fraction of
active ribosomes translating aaSi proteins, Li is the number of
amino acids in aaSi , fusage(i) is the fraction of amino acids of type
i used in the entire proteome, and τ−1

charging(i) is the rate at which
aaSi ’s are charging their corresponding tRNAs.

The tRNA growth law that we derive is given by

µ2 =
αtRNAiαRpoj

fusage(i)τtRNAi lj τtransfer(i)
φ̃b , [7]

where αtRNAi is the fraction of active RNA polymerases tran-
scribing tRNAi ; αRpoj is the fraction of active ribosomes trans-
lating the jth Rpo protein; lj is the number of amino acids in
Rpoj ; τtransfer(i) is the charging cycle duration of tRNAi , i.e., the
average duration between two subsequent charging events; and
φ̃b is the fraction of active RNA polymerases.

Since Eqs. 6 and 7 are coupled via the tRNA charging reac-
tion, we can reduce the order of Eq. 7 by substituting for fusage(i),
derived from Eq. 6, in Eq. 7 to obtain

µ=
αtRNAiαRpoj

αaaSi

τcharging(i)

τtransfer(i)τtRNAi

Li

lj
, [8]

where we assume, for simplicity, that all RNA polymerases are
active, i.e., that φ̃b = 1 (otherwise, the right-hand side of Eq. 8
should be multiplied by φ̃b).

We also find that the ratio between the tRNA and its aa-
tRNA-synt. is inversely proportional to the rate of tRNA amino
acid transfer cycle to the rate of aa-tRNA-synt charging,

tRNAi

aaSi
=
τtransfer(i)

τcharging(i)
. [9]

Thus, the faster the charging of a particular aa-tRNA-synt., the
fewer tRNAs per aa-tRNA-synt. are required. Testing the pre-
diction arising from these tRNA growth laws requires accurate
measurements of the fraction of active RNA polymerase tran-
scribing each gene and of the tRNA abundances and the growth

rate, all under the same conditions and, preferably, on the same
experiment.

In Fig. 4, we present these two autocatalytic cycles and the
resulting growth laws.

Further Applications of the Autocatalytic Growth Laws.
Growth rate dependence on temperature. Our starting point is
the bacterial growth law µ= γtransl.(ΦR −Φ0), which was experi-
mentally measured at 37◦ C. We recall a few experimental facts.
The first observation is the existence of an Arrhenius regime,
which is a range of temperatures between TAc = 20◦ C and
TAh = 40◦ C in E. coli, where the RNA-to-protein ratio does
not change, while the ribosome elongation rate changes with

an Arrhenius temperature dependence, i.e., γ̂elong. = γelong.e
∆G
kBT .

The fact that growth rate scales with temperature with an
Arrhenius-type dependence, which is typically relevant to a sin-
gle chemical reaction, might seem surprising; however, if the
ribosome autocatalytic cycle is the limiting cycle, all other auto-
catalytic cycles locks to its growth rate, and the scaling becomes
a natural consequence of the increase in the elongation rate with
temperature. Furthermore, the fact that the ribosome fraction
remains constant within the Arrhenius regime comes as a nat-
ural consequence to the fact that this cycle is the leading cycle
across the entire Arrhenius regime. What happens beyond the
Arrhenius regime? Both above and below this regime, the cell
cannot sustain growth, because an increasing number of proteins
denature, if T >TAh , or misfold, if T <TAc , and more ribo-
somes need to be allocated to mitigate the loss of functioning
proteins.

It is possible, although not essential, to assume that metabolic
proteins are the first to cause such a reallocation of ribosomes,
due to the stringent response. We account for this reallocation
by assuming a linear change in the ribosome fraction, from φR

at the hot T =TAh and cold T =TAc edges of the Arrhenius
regime, down toward Φ0 = 3.5%, which is the minimal allocation
at zero growth rate. We use data that show that E. coli ceases to
grow at Tcd = 8◦ C and at Thd = 49◦ C (18).

To account for the growth rate dependence on temperature,
we make minimal modifications to the ribosomal growth law
(3), making it consistent with the above-mentioned observations.
First, we scale the elongation rate for all temperatures by the

Arrhenius factor, γ̂elong. = γelong.e
∆G
kBT . For the Arrhenius regime,

we write µ= (ΦR −Φ0)γelong.e
∆G
kBT , where ΦR is the ribosome

fraction at the maximal growth conditions at 37◦ C, ΦR ≈ 0.3 (3).
Finally, for temperatures from TAh up to Thd , and from TAc

down to Tcd , we scale the ribosome fraction ΦR linearly from its
maximal value down to φ0≈ 0.035, which is the allocation below
which growth is brought to a halt.

µ(T ) = γelong.e
∆G̃
kBT ×


∆Φ (T−TAc)

(TAc−Tcd )
+ ∆Φ,T <TAc

∆Φ ,T ∈ [TAc ,TAh ]

∆Φ (T−TAh )
(TAh−Thd )

+ ∆Φ,T >TAh ,

where ∆Φ = ΦR −Φ0, ΦR is the measured ribosome fraction in
the medium at 37◦ C, and Φ0 is the ribosome fraction when the
growth rate is zero, taken to be a constant independent of the
media, as measured in ref. 22. The elongation rate in the medium
at T = 37◦ C is given by γelong. and ∆G̃ = ∆G(T )−∆G(T =
37◦ C).

Following ref. 23, we calculate ∆G(T ) by using the formula
developed in ref. 24, namely,

∆G(T ) = ∆H + ∆Cp

(
T − T̂

)
−T∆S −T∆Cp ln

(
T

385

)
,

[10]
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where ∆H = 4N + 143, 1000×∆S = 13.27N + 448, ∆Cp =

0.048N + 0.85, and T̂ = 49◦ C. We calculate the average
expressed protein size N = 364 amino acids from the ribo-
some profiling experiment presented in ref. 15, for rich defined
medium (MOPS, as in ref. 15) at 37◦ C (doubling time of 21
min). In Fig. 5, we plot the predicted growth rate as a function of
the temperature. We obtain a good fit to the measured temper-
ature dependence of the growth rate (18) without using fitting
parameters.
Effect of lamotrigine on ribosome assembly duration in E. coli. As
presented in Eq. 1, the ribosome growth law can be used to yield
the relationship between growth rate and all the time scales in
the cycle, namely, the ribosome resting duration τ0, the transla-
tion duration of all ribosomal proteins τR, the assembly duration
τSA, and the allocation parameter αR, which represents the per-
centage of ribosomes that actively translate ribosomal proteins.
Upon the approximation that µτ0� 1, we obtain a second-order
equation for the growth rate, which is readily solved,

µ=

√
1 +αRPi

4τSA
τRPi
− 1

2τSA
, [11]

where, as above, τSA is the ribosome assembly duration, τRPi

is the translation duration of a ribosomal protein that is a pri-
mary rRNA binder, and αRPi is the fraction of active ribosomes
allocated to translating this ribosomal protein.

By using a Taylor expansion of the numerator in Eq. 11, we
obtain

µ≈ αRPi

τRPi

−
α2
RPi

τSA

τ2RPi

+ · · · , [12]

which to first order is µ≈αRPi τ
−1
RPi

, i.e., to first order, the
ribosome assembly time does not affect the growth rate. This
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Fig. 5. Growth rate dependence on temperature. Four temperatures,
derived from experiments, are required to account for the observations: the
cold temperature Tcd = 8◦ C, at which growth rate ceases; the temperature
range [TAc, TAh] = [20, 40]◦ C, which defines the Arrhenius regime, where
the RNA-to-protein ratio is measured to be constant (const.) (25); the hot
temperature Thd = 49◦ C, at which growth ceases, i.e., µ= 0; and the ribo-
some elongation rate dependence on the temperature, which is assumed

to change by the Arrhenius factor γelong.(T) = γopte
∆G̃
kBT , where ∆G̃ is cal-

culated based on a model presented in ref. 24, as explained in the main
text. Beyond the Arrhenius regime, we assume the RNA-to-protein ratio
decreases linearly from its nominal value at both sides of the Arrhenius
regime to its minimal value Φ0 = 0.035, both at Tcd and at Thd .

first-order term is identical to the bacterial growth law when set-
ting Φ0 = 0. For

αRPi
τSA

τRPi
� 1, the second-order correction to the

growth rate is negligible. However, when
αRPi

τSA
τRPi

∼ 1, the growth
rate will decrease toward zero as the assembly duration increases.

Recently, the anticonvulsion drug lamotrigine was found to
adversely affect the ribosome assembly process in E. coli (26).
Using the general form of the ribosome growth law that accounts
for assembly time, we can fit the observed dependence of the
growth rate on the concentration of lamotrigine. This is done
by equating τ̂SA = τSA

1
1+( c

cHM
)h

and then fitting cHM and h . We

find that cHM = 0.0385 ng/mL, which is in accord with the empir-
ical concentration at which the growth rate is reduced by half.
We also find that h = 1, indicating a noncooperative effect of
lamotrigine on the ribosome self-assembly process. In Fig. 6, we
present the resulting fit. A more detailed theory is required in
order to obtain a mechanistic understanding of the effect of lam-
otrigine on the assembly process, which we leave for a future
study.
Effect of triclosan on cell-wall synthesis in E. coli. Cylindrically
shaped bacteria, such as E. coli, are known to elongate at an
exponential rate (27). If the width of the bacteria does not change
significantly over the doubling time, this also implies exponential
growth of the volume and surface area. However, the process of
synthesizing new membrane is linear: The membrane is inserted
through an insertion site in a process hypothesized to be coor-
dinated by proteins belonging to the “elongasome,” including
MreB and penicillin-binding proteins that serve key roles, which
are still subject to research (28, 29).

A mechanism that can coarsely account for the observation
of exponential elongation is asynchronous threshold initiation
of new insertion sites by constitutive membrane synthesis pro-
teins. Under balanced growth conditions, these proteins are
expected to grow exponentially due to the inherent coupling with
the transcription–translation machinery that synthesizes them. If
either the initiation is asynchronous or there is an inhomogeneity
in the rate of insertion between different insertion sites, a smooth
exponential growth of the membrane ensues.

We devised a simple mathematical description of this coupling
and obtained the following relative abundance growth law, which
relates the growth rate µ to the surface density of insertion sites
φS , the width of the insertion Win , and the speed of insertion in
units of length over time τ−1

m :

µ=
φSWin

τm
. [13]

This equation is identical to the equation used in ref. 29 to obtain
the width of insertion site as a function of the growth rate.

Membrane-bound volume and membrane surface area are
also physical resources that are essential to all cellular pro-
cesses simply because all cellular constituents occupy some
volume. It is also required in order to maintain the reaction
rates and prevent dilution by diffusion. Furthermore, surface
area is required by metabolism in order to exchange metabolites
and heat with the surrounding environment (30, 31). Obtaining
a close cycle growth law is, however, more involved than the
other cycles we already discussed and goes beyond the scope of
this work.

What happens when membrane synthesis is disrupted? Con-
sider the antibacterial agent triclosan, which targets fatty acid
biosynthesis. Triclosan disrupts the protein FabI, which catalyzes
an essential step in the biosynthesis of fatty acids, necessary for
building the bacterial membrane. To explain the effect of tri-
closan on the growth rate, we modulate the rate of insertion
of new membrane surface area in Eq. 13 by a Hill function,
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Fig. 6. Effect of two antibacterial agents—lamotrigine and triclosan—on E. coli growth rate. (Upper) The effect of lamotrigine, an anticonvulsive drug that
was recently found to adversely affect ribosome assembly in E. coli (26). The growth laws that we use to fit the data are based on Eq. 1. We neglect both the
ribosomal protein pool time and the free ribosome idling time to obtain a simple quadratic equation. When the assembly duration becomes comparable

or longer than the bare doubling time ∼
τRPi
αi

, nonnegligible corrections to the standard bacterial growth law are required. In the lamotrigine experiment,

this occurs at concentrations above 0.03 ng/mL. (Lower) The effect of triclosan on the growth rate of E. coli. Data were taken from ref. 20. Triclosan disrupts
the protein FabI, which catalyzes an essential step in the biosynthesis of fatty acids required for building the bacterial membrane. To incorporate this effect,
we decrease the utilization of the membrane synthesis proteins (depicted in black in the illustration above the graph). This is a simplification because
there are several such proteins that collectively synthesize the membrane. The membrane synthesis rate τ−1

m is unaffected by triclosan at concentrations
c< cHM = 0.15 µg/mL. Administering triclosan reduces the size of the pool until, at a critical concentration, the pool is depleted. Thereafter, any delay
in the supply of fatty acid precursors delays the insertion of material into the elongating membrane by the membrane synthesis proteins. Thus, after the
critical concentration cHM is surpassed, the growth rate starts to decrease. To accommodate this switch-like behavior, we used a Hill function with two
fitting parameters, K = 0.15 and Hill’s coefficient h = 2.6. The schematic figure depicts three membrane synthesis protein complexes C = 3, inserting new
membrane patches of width Win into the existing membrane. The growth law equates the rate of growth µ, the width of the inserted patch Win, the surface
concentration of the membrane synthesis proteins φS, and the insertion rate τ−1

m .

such that the insertion rate is monotonically decreasing with the
triclosan concentration. This accounts for the decrease in the
speed of insertion caused by the dwindling of the fatty acid sup-
ply. Thus, the new membrane synthesis rate is τ̂−1

m = τ−1
m

1
1+ c

cHM

.

Using data from ref. 21, we found by fitting that cHM = 150
ng/mL and h = 2.6 (Fig. 6, Lower).

Discussion
The existence of simple mathematical relationships between
growth rate to the rate of cellular processes, such as transcrip-
tion, translation, metabolism, and membrane synthesis, seems to
suggest that understanding the causal relations between growth
rate and these processes is also at hand. Unfortunately, this is not
the case.

The two types of growth laws obtained per autocatalytic
cycle—the closed-cycle growth law and the relative abundance
growth law—require local knowledge about the time scales and
relative abundances of catalysts within the cycle. In addition, they
require global knowledge regarding the allocation parameters
of the various catalysts, e.g., the fractions of RNA polymerase
and ribosomes that are dedicated to transcribing and translating
the relevant proteins. Understanding the causal relation between
these variables and the growth rate requires a global under-
standing of how the allocation parameters are determined. This
understanding, in turn, requires knowing how the cell allocates

its resources among all its autocatalytic cycles and, in partic-
ular, understanding the evolutionary design logic behind the
transcription, translation, and metabolic control mechanisms.

The ribosome bacterial growth law also does not provide
a causal explanation. This is because understanding how the
ribosome fraction and the elongation rate change when the
nutritional composition of the environment changes requires a
causal model that explains how the cell controls the global allo-
cation of its resources among all coupled autocatalytic cycles.
In the absence of such a mechanistic model, we cannot dis-
tinguish between different mechanisms that lead to the same
growth rate. For example, in harsh environments, the cell could
respond by modifying the allocation toward ribosomal proteins,
while keeping the rate of translation fixed. Alternatively, the cel-
lular response can be to modify the allocation toward ribosomal
proteins in a manner that will reduce the elongation rate, as com-
pared with a permissive environment. Distinguishing between
these two possibilities requires a measurement of the elongation
rate and ribosome fraction together (22), while a causal model
would be able to predict the interdependence between the elon-
gation rate and the ribosome fraction, as a function of the growth
rate.

While much is already known about transcription, transla-
tion, and metabolic control mechanisms, a holistic picture is
yet to form. A few general principles do seem to emerge, such
as allosteric regulation to control gene expression in response
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to changes in external metabolite composition (7) and product
feedback inhibition, e.g., in metabolism, which enable the cell to
optimally tune gene expression and protein content (9).

The success of bacterial growth laws in describing the rela-
tionship between the growth rate and different physiological
parameters stands on two pillars. The first pillar is the fact
that typically autocatalytic network yields balanced exponential
growth (11, 35). The second pillar is the universal structure
of the transcription–translation autocatalytic network and the
universal manner in which it couples to other cellular auto-
catalytic cycles, also leading to balanced exponential growth
and moreover to many biological constraints between different
physiological parameters.

In the clash between the physics-inspired strive for simple
underlying laws of bacterial physiology and the biological hard-
won understanding of the intricacies of life, we end in a middle
ground. On one hand, we have found valid and simple growth
laws. On the other hand, we demonstrated that the validity of
a given growth law does not fully reveal the physiological state
of the cell. Understanding how the cellular state is determined
in response to internal and external cues, and how evolutionary
stresses shaped different schemes for determining it, remains a
formidable challenge.

Methods
A standard approach to modeling kinetics is to focus on concentrations and
write ODEs for their rate of change. A well-known example is the Michaelis–
Menten form dc

dt = vmc
K+c , which is nonlinear.

Instead of using coupled nonlinear ODEs for concentrations, we focus on
the rate of increase of the absolute number of molecules. This approach
has two main advantages over other approaches, which are also approxi-
mations. First, by counting molecules, exponential growth—the hallmark of
autocatalysis—becomes evident. Second, catalysts in the broader sense of
the word—i.e., materials that are required to facilitate a reaction, but are
not consumed by it—and substrates—i.e., materials that required by a reac-
tion and are consumed by it—acquire equal footing in the equations. This
facilitates a straightforward characterization of which cycle is limiting and
which is not, under different circumstances.

We begin by explaining how we translate the graphical notation pre-
sented in Figs. 1 and 2 into a set of coupled ODEs, which are piecewise
linear, and how we derive various growth laws from them that are valid for
different limitation regimes—which we also define.

For the sake of clarity, we use a simplified toy model to elucidate the two-
step process that we employ to devise the more complex models, which bear
biological relevance and are presented in Results. The first step is to identify

all autocatalytic cycles, and the second step is to insert more internal states
per autocatalytic cycle to account for idling vs. active catalysts, self-assembly
steps, and precursor pools, as we explain further below.

We recall the proverb attributed to G. Box, “All models are wrong, but
some are useful.” We argue that the usefulness of our modeling approach
lies in its modularity and in its ability to unravel both simple growth laws
and the complex circumstances that render them valid.

Consider then the drastically simplified model shown in Fig. 7A, which
we term the “UPF model.” In this model, a fraction α of machines of type U
catalyze themselves. The remaining U machines synthesize a second type of
machines P. The P machines convert an external substrate f to an internal
substrate F, which is used by U to make both more copies of itself and new
Ps. The U machines have a lifetime τL, while the P machines have an infinite
lifetime. To catalyze a new U machine, FU units of F are required. To catalyze
a new P machine, FP units of F are required.

The rate at which U catalyzes either P or U is equal to the incorporation
rate of a single F, τ−1

aa , times F−1
P or F−1

U respectively, assuming that F is
abundant. The rate at which P converts an external substrate f to an internal
substrate F is τ−1

F , assuming that f is abundant. The minimum function,
min(·), in the equations presented in Fig. 7A, allows us to uncover the four
different limitation regimes of this model. In regime 1, f ≥ P and F≥U,
both Ps and Us catalyze at their fastest rate, because at any given moment
neither of them are starved for substrates. In regime 2, f ≥ P and F<U, Ps
are not starved for their substrates, but Us are starved for their substrates.
Consequently, the rate at which Us operate is reduced by a factor η= F

U . In
regime 3, f < P and F>U, Ps are starved, but Us are not. Finally, in regime
4, f < P and F<U, both Ps and Us are starved for their respective substrates.

It is important to define the rate of change df
dt and the initial condition

f(t = 0) of the external substrate f to properly model the experimental cir-
cumstances. For example, growth in a chemostat would be modeled by an
exponentially growing f over time, with a fixed growth rate D that is equal
to the dilution rate of the chemostat, where D is strictly less than the max-
imally attainable growth rate µmax. In this regime and at steady growth
conditions, f < P. In contrast, to model turbidostat conditions, f(t) will grow
exponentially at a given rate D≥µmax, and f ≥ P. To model batch culture
growth, D is set to zero, while f(t = 0) = f0 > 0.

To find the growth rate as a function of the time-scales in the model,
it is instructive to formulate the equations by using matrix algebra. Define
the column state vector ~S = (U, P, F, f)†. Then, the dynamics per limitation
regime indexed by i = 1, . . . , 4 can be described as d~S

dt = Mi
~S. For example,

the matrix for regime 1, M1, is defined as (M1)11 = α
FUτaa

− 1
τL

, (M1)21 =
1−α
FPτaa

, (M1)31 =− 1
τaa

, (M1)32 = 1
τF

, (M1)42 =− 1
τF

, and (M1)44 = D, while all

other elements of M1 are zero. We use absorbing boundary conditions for
all the state variables, to ensure their nonnegativity:~S≥ 0.

Since for each limitation regime the matrix Mi is constant, the cou-
pled ODEs become linear and, thus, support exponential growth. At steady
growth conditions, the solution will be ~S(t) =~Sie

µt , where µ is the largest

A

B

Fig. 7. Two-step model buildup. (A) Coupling of two autocatalytic cycles (compare with ref. 32). Two minimum functions imply four different limitation
regimes. (B) Adding idle and active states and an intermediate self-assembly step. The equations provide a quantitative description of the graphical notation.
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eigenvalue of Mi , and ~Si is the corresponding eigenvector, i.e., Mi
~Si =µ~Si .

In this model, there are two coupled autocatalytic cycles, “Us make Us” and
“Ps make Fs, Fs make Ps.” Evidently, all components of both cycles will grow
at the same growth rate, irrespective of the value of the allocation parame-
ter α∈ (0, 1) that couples the two. The same mathematical structure repeats
for more complex models (SI Appendix).

Both regime 1 and regime 3, for example, share the same growth law,
which can be analytically calculated to be µ= α

FUτaa
− 1
τL

. We define the

union of these two limitation regimes as a growth regime. More gener-
ally, a growth regime is defined as the union of all limitation regimes that
share a common limiting autocatalytic cycle. In our case, the common limit-
ing autocatalytic cycle is the Us make Us autocatalytic cycle. Knowledge that
a certain growth law describes a given experimental condition, therefore, is
not enough for specifying which limitation regime the cell was in. If we
can measure the parameters of our model, namely, the reaction rates and
allocation parameters, we can infer the limitation regime by solving for the
eigenvectors corresponding to the largest eigenvalue, for all the limitation
regime matrices Mi and checking for their consistency. Consistency checking
such eigenvector of a given matrix Mi requires checking if the eigenvector’s
elements obey the same inequalities as the limitation regime that define the
matrix Mi . If all the inequalities are satisfied, the limitation regime i is con-
sistent with the measured parameters. In this case, all the other limitation
regimes will be inconsistent. For example, in the current simplified model,
setting FU = FP = 1, τaa = τF = 6 min, if α= 0.2 we can show that regimes 1
and 3 are consistent, while 2 and 4 are inconsistent. If we further know that,
e.g., D>µmax, then only regime 1 will be consistent.

To yield a positive growth rate, Us must autocatalyze at a rate that is
faster than their decay rate 1

τL
. This implies a minimal value for the alloca-

tion parameter α, above which exponential growth begins. In the regimes
where Us are starved, the second autocatalytic cycle—the Ps make Fs, Fs
makes Ps cycle—determines the growth rate. In this regime, the largest
eigenvalue can be again calculated analytically and is given as the positive

root of the quadratic characteristic equation, µ= 1
2τaa

(
√

1 + 4(1−α)τaa
FPτF

− 1).

Assuming f > P, the simple growth law µ= α
FUτaa

− 1
τL

will be valid as

long as α≤αopt—the optimal allocation that leads to maximal growth.
αopt can be found by equating the two growth laws µ= α

FUτaa
− 1
τL

and

µ= 1
2τaa

(
√

1 + 4(1−α)τaa
FPτF

− 1) and solving for α. When α>αopt , limitation

regime 1 eventually becomes inconsistent.
In actual experiments, where a parameter equivalent to the parameter

τaa is measured, there is no a priori way of knowing in which growth regime
the measurement was performed. Hence, what is actually being measured
may not be the “bare” τaa, i.e., the fastest elongation duration, but, rather,
τ ′aa, which can be different due to a hidden utilization factor η∈ [0, 1] that
measures the average percentage of time a catalyst is waiting for substrate,
at steady growth conditions, i.e., τ ′aa = τaa

η . Using this notion of utilization
parameters, η, we can extend the validity of growth laws beyond the limi-
tation regime that defines them. For example, in the growth regime where
F<U, we can still write the growth law in the same mathematical form as

the growth law for the regime F>U: µ= α
τ′aa
− 1
τL

, with τ ′aa = τaa/η, and

η= F̃
Ũ

, where F̃ and Ũ are the eigenvector components of the matrix in the

growth regime F<U, colored in orange in Fig. 8. As mentioned, η= F̃
Ũ

, is
the fraction of time the U machines are waiting for substrate in the regime
F<U. Of course, in the regime F>U, U does not wait, and η= 1. Extend-
ing this idea to the ribosome growth law (Eqs. 1 and 2), we can expect that
whenever ribosomes are starved for charged tRNA, the ribosome growth
law will remain valid, as long as the elongation rate of the ribosomes used
in the formula is the measured elongation rate rather than the maximal
elongation rate. As long as the ribosomes are translating at the maximal
rate, they are in one growth regime, equivalent to the F>U regime. When
ribosome are starved for charged tRNAs, the elongation rate decreases, and
the ribosome growth law remains valid by using the measured elongation
rate, which is less than the maximal (η < 1).

The growth law obtained from solving the characteristic polynomial is the
closed-cycle growth law, a growth law that depends on all the time scales
and allocation parameters in the cycle. The relative abundance growth law is
derived directly from the eigenvalue equation. For example, assuming that
limitation regime i is consistent, we know that Mi

~Si =µ~Si . Dividing by the
kth component of ~Si , namely, by (~Si)k, we obtain that, for the lth compo-

nent, µ=
∑

j(Mi)lj
(~Si )j
(~Si )k

. This is useful if the relative abundances
(~Si )j
(~Si )k

can be

measured experimentally, as in the case of the ribosomal protein mass frac-
tion. Evidently, because all the components grow exponentially at the same
rate, many more relative abundance growth laws can be derived, involving
other relative abundance ratios, e.g., protein to mRNA or RNA polymerase
to mRNA.

Before moving to explain Fig. 7B, we note that using ODEs that switch
between regimes is a well-known practice in control theory under the name
piecewise-smooth dynamical system or switching dynamical systems (33),
but also in classical physics, e.g., when considering the bouncing of a basket-
ball on the floor. In particular, the use of a minimum function is considered
standard in input–output economy, where it is called Leontif’s production
function (34).

So far, we explained how we devise a model that couples two autocat-
alytic cycles, using the minimum function to define the various regimes that
support balanced exponential growth. Next, we explain how we add more
biological details to the model, so as to facilitate its use for deriving biolog-
ically relevant growth laws. We turn to Fig. 7B, which depicts the next step
in building our model. For the sake of clarity, we simplify the model fur-
ther by taking α= 1 and assuming F�U. This simplified model comprises
only one autocatalytic cycle; however, we add new generic states in order
to make it more realistic. First, we differentiate between two states of the U
machines, idling and active. The number of idling U’s is denoted by U0. The
idling state is characterized by a time scale τ0, which is the average idling
duration. When U’s are not idling, they are active. The number of active U’s
is denoted by Ub. The time scale for being active is a complex function of
the allocation toward all the synthesis tasks that U is allocated to, and of
their respective workloads. In this simplified picture, since we used α= 1,

A B

Fig. 8. Limitation regimes and growth regimes for the “UPF model” presented in Fig. 7A. (A) The four different limitation regimes. Different limitation
regimes that share a limiting cycle belong to the same growth regime. The growth regime is colored green for U< F, i.e., when the U machines are not
starved for F substrates, and are colored orange when U> F, i.e., when the U machines are starved for F substrate. (B) The allocation parameter as a function
of the growth rate, using the two growth laws derived in Methods for the two growth regimes.
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there is only one task that U is allocated to perform—which is to replicate
itself. Hence, the time scale for being active is the time scale for making new
U’s—that is, τU = FU

τaa
η .

Finally, we add a self-assembly step by further breaking the process of
making new U’s to the process of synthesizing a1, a2, and a3 subunits of U,
and to the process of assembling them to form a new U. This self-assembly
process proceeds at a rate τ−1

SA . In our model, we use what we dub a “Tetris”
model, which assumes that whenever a stoichiometric series of a subunits—
that is a1 = a2 = a3 = 1—is formed for the first time, the assembly of a new U
is initiated with these subunits. The assembly will be completed, on average,
τSA time units after the assembly is initiated.

In Results, we combine the autocatalytic cycles of the transcription–
translation machinery with other cycles, while accounting for the couplings
between the different cycles; the existence of different allocation parame-
ters for RNA polymerases and ribosomes; the existence of idling and active

periods; ribosome and RNA polymerase self-assembly steps; and the finite
lifetime of mRNAs, ribosomes, RNA polymerases, and proteins. The result-
ing model is also piecewise linear, albeit much larger, and we derive from it
the various growth laws that we present above, by algebraically calculating
the characteristic polynomial roots (closed-cycle growth law) or by using the
eigenvector equation (relative abundance growth law) for the appropriate
limitation regimes.

Data Availability. Previously published data (3, 4, 15, 17–27) were used for
this work.
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